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Expressive Capacity reflects how well a deep learning 
model can approximate complex problems. 

Capacity of  container

If  we regard a deep learning model as a “container”.
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Expressive Capacity is affected by …

• Model framework

• Model size

• Optimization process

• Data complexity
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Expressive Capacity is affected by …

• Model framework

• Model architecture? FCNN, CNN, RNN, ResNet …

• Activation function? Tanh, ReLU …

• Model size

• Number of hidden layers = ?

• Width of each layer = ?

• Number of filters = ?

• Number of trainable parameters = ?

• …
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Expressive Capacity is affected by …

• Optimization process

• What is the objective function?

• What is the optimization algorithm?

• The setting of hyper-parameters

• Data complexity

• Data dimensionality

• Number of class labels

• Data distribution

• …

𝑤11
1 =?

𝑤𝑑𝑙1
1 =?

𝑤11
2 = ?
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Expressive Capacity is affected by …

• Model framework and size fixed

• Model 𝑁

• Corresponding hypothesis space 𝐻

• Optimization and data complexity

• A smaller hypothesis space 𝐻′ ⊂ 𝐻
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Depth Efficiency analyzes why deep architectures can obtain good 
performance and measures the effects of depth on expressive capacity.

“Shallow” feedforward 
neural network

“Deep” feedforward 
neural network

Input Layer

Hidden Layers

Output Layer
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Why being DEEP performs so good? 

Depth Efficiency analyzes why deep architectures can obtain good 
performance and measures the effects of depth on expressive capacity.

“Shallow” feedforward 
neural network

“Deep” feedforward 
neural network

Input Layer

Hidden Layers

Output Layer
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Model Reduction Approaches

• Reduce deep learning models to some understandable problems and 

functions for analysis.

• To compare the representation efficiency between deep models with 

shallow ones.

compare
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Model Reduction Approaches

• A family of functions 𝑅 → 𝑅

• Representable by a (𝑘 + 1)-layer ReLU DNN of width 𝑤

• Representable by a 𝑘′ + 1 -layer ReLU DNN (𝑘′ < 𝑘) of 

1

2
𝑘′𝑤𝑘/𝑘′ − 1

hidden neurons

[Arora et al., 2018]
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Measure-based Approaches

• Develop an appropriate measure of expressive capacity

• Study how the expressive capacity changes when the depth and 

layer width of a model increase

13
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Measure-based Approaches

• DNNs with piecewise linear activation 

functions (e.g., ReLU)

• The number of linear regions as a model 

complexity measure

• The maximum number of linear regions
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[Montufar et al., 2014]

Figure from [Hanin and Rolnick, 2019]

Linear Regions
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Width Efficiency analyzes how width affects the expressive capacity 
of deep learning models.

Layer Width

Input Layer

Hidden Layer 2

Hidden Layer 1
Hidden Layer 3

Hidden Layer 4

Output Layer

• Important for fully understanding expressive capacity

• Validate the insight obtained from depth efficiency16



Width Efficiency

• Universal approximation theorem of width-bounded ReLU neural 
networks.
• A Lebesgue-integrable function can be approximated to any desired performance 

by a ReLU network whose width
≤ 𝑑 + 4

• Width efficiency:
• 𝐹𝐴: ReLU DNN, depth = 3, width = 2𝑘2, 𝑘 ≥ 𝑑 + 4

• 𝐹𝐵: ReLU DNN, depth ≤ 𝑘 + 2, width ≤ 𝑘3/2, parameters ∈ [−𝑏, 𝑏]

• ∀𝑏, ∃𝜖 𝑠. 𝑡.

න
𝑅𝑑
|𝐹𝐴(𝑥) − 𝐹𝐵(𝑥)|𝑑𝑥 ≥ 𝜖

[Lu et al., 2017]17



Depth Efficiency v.s. Width Efficiency

[Montufar et al., 2014]ෑ
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• Exponential lower bound of Depth Efficiency:

• To approximate a deep model, a shallow model requires at least an exponential increase in width.
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Depth Efficiency v.s. Width Efficiency

• Exponential lower bound of Depth Efficiency:

• To approximate a deep model, a shallow model requires at least an exponential increase in width.

• Polynomial lower bound for Width efficiency

• To approximate a shallow, wide model whose width increases linearly, a deep, narrow model 

requires at least a polynomial increase in depth.

[Montufar et al., 2014]ෑ
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Depth Efficiency vs. Width Efficiency

[Montufar et al., 2014]

Requires a polynomial upper bound of  width to strictly prove that depth is more 

effective than width. [Lu et al., 2017] 
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• Exponential lower bound of Depth Efficiency:

• To approximate a deep model, a shallow model requires at least an exponential increase in width.

• Polynomial lower bound for Width efficiency

• To approximate a shallow, wide model whose width increases linearly, a deep, narrow model 

requires at least a polynomial increase in depth.
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Expressible Functional Space explores the class of functions that 

can be expressed by deep learning models with specific frameworks 

and specified size.
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Model-Specific Approaches

• Focus on specific types of deep learning models

• ReLU networks can express every piecewise linear function with

{𝑙𝑖𝑚𝑖𝑡𝑒𝑑 𝑑𝑒𝑝𝑡ℎ}

• ReLU networks can express a function 𝑓 from Sobolev space with

{𝑙𝑖𝑚𝑖𝑡𝑒𝑑 𝑑𝑒𝑝𝑡ℎ 𝑎𝑛𝑑 # 𝑛𝑒𝑢𝑟𝑜𝑛𝑠}
[Gühring et al., 2019]

[Arora et al., 2018]
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Cross-Model Approaches

• Several network architectures correspond to various tensor 

decompositions

• Compare the cross-model expressive capacity

[Khrulkov et al., 2017]24



Outline

• Depth Efficiency

• Width Efficiency

• Expressible Functional Space

• VC Dimension and Rademacher Complexity

25



Two typical measure metrics of expressive capacity (i.e., the 

complexity of hypothesis space):

• VC Dimension

• Rademacher Complexity
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Vapnik-Chervonenkis Dimension

• The VC dimension of a hypothesis class 𝐻 is the size of the largest set 

that can be shattered by 𝐻:

𝑉𝐶𝑑𝑖𝑚 𝐻 = max{𝑚:Π𝐻 𝑚 = 2𝑚}

• Feedforward neural network with linear threshold gates:

𝑉𝐶𝑑𝑖𝑚 𝐻 = Θ(𝑊𝑙𝑜𝑔𝑊)

The number of parameters

[Khrulkov et al., 2017]
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Vapnik-Chervonenkis Dimension

• Feedforward neural network with piecewise polynomial activation 

functions

𝐶1𝑊𝐿log
𝑊

𝐿
≤ 𝑉𝐶𝑑𝑖𝑚 𝐻 ≤ 𝐶2(𝑊𝐿2 +𝑊𝐿 log𝑊𝐿)

• ReLU DNN

𝐶1𝑊𝐿log
𝑊

𝐿
≤ 𝑉𝐶𝑑𝑖𝑚 𝐻 ≤ 𝐶2(𝑊𝐿 log𝑊)

Network depth

[Bartlett et al., 1998&2019]
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Rademacher Complexity

• The Rademacher Complexity of a hypothesis class 𝐻 on a data distribution 𝐷 is defined 

as 

ℜ𝑛 𝐻 = 𝐸[sup
ℎ∈𝐻

1

𝑛
෍

𝑖=1

𝑛

𝜖𝑖ℎ(𝑥𝑖)]

• Two-layer ReLU neural network:

ℜ𝑛 𝐻 = Ω(
𝑠1𝑠2 𝑚 𝑋

𝐹

𝑛
)

Rademacher variables

[Neyshabur et al., 2018]29



VC dimension and Rademacher Complexity

• Deep learning models are always over-parameterized

𝑊 ≫ 𝑛

• VC bound can be very high

𝑂(𝑊𝐿log
𝑊

𝐿
)
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Conclusion

Table: Summarize the aspects affecting every categories of the expressive capacity. 

Model 
Framework

Model 
Size

Learning 
Process

Data 
Complexity

Expressive 
Capacity

Depth Efficiency √

Width Efficiency √

Expressible Functional Space √ √ √ √
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